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1. Односторонние функции. Сильно и слабо односторонние функции, теорема Яо о связи между 

ними. Дискретная экспонента как пример гипотетической односторонней функции. 

2. Криптографически стойкий генератор псевдослучайных последовательностей. Два определения 

стойкости псевдослучайных генераторов и их эквивалентность. Трудный предикат функции. 

Теорема Гольдрайха–Левина (без доказательства). Построение псевдослучайного генератора из 

односторонней перестановки. 

3. Доказательства с нулевым разглашением. Интерактивная пара машин Тьюринга. Протокол 

интерактивного доказательства. Три типа нулевого разглашения. Теорема о существовании 

доказательств с нулевым разглашением для всех языков из класса NP (идея доказательства).  

4. Методы анализа блочных шифров. Понятия линейного и дифференциального анализа. 5. T-

функции. Определение, основные свойства. Т-функции как детерминированные функции  

автоматов с бинарным входом/выходом (с доказательством). Т-функции как 1-липшицевы 

функции на пространстве целых 2-адических чисел (с доказательством). 

5. Т-функции, сохраняющие меру: критерии и достаточные условия для Т-функций, в том числе и 

многих переменных (для равномерно дифференцируемых функций — с доказательством; в 

терминах рядов Малера и координатных функций — только формулировки). Латинские 

квадраты на основе Т-функций (с доказательством) и их применение в псевдослучайных 

генераторах. 

6. Эргодические Т-функции: критерии и признаки эргодичности Т-функций (для равномерно– 

дифференцируемых по модулю функций — формулировка, в терминах рядов Малера — 

формулировка и доказательство достаточности, в терминах координатных функций — с 

доказательством). 

7. Криптосистема Рабина: алгоритм генерации ключей, функция шифрования и функция  

расшифрования. Обоснование корректности алгоритма расшифрования. Связь криптосистемы 

Рабина и задачи факторизации целых чисел. 

8. Криптосистема RSA. Односторонняя функция RSA и односторонняя функция RSA с секретом. 

Теорема о связи односторонней функции RSA и задачи факторизации целых чисел. Проблема 

RSA. 

9. Анализ криптосистемы RSA. Эквивалентные ключи. Теорема об описании класса  

эквивалентности секретного ключа. Итерация процесса шифрования. Оценка сложности. 

10. Понятие криптосистемы с открытым ключом. Понятие криптосистемы с открытым ключом с 

неразличимым шифрованием. Понятие CPA-стойкой криптосистемы с открытым ключом. 

Теорема о  том, что любая CPA–стойкая криптосистема с открытым ключом является CPA–

стойкой в модели с возможностью многократного шифрования сообщений на одном ключе. 

11. Доказательство CPA-стойкости криптосистемы Эль-Гамаля в предположениях сложности 

распознавательной задачи Диффи–Хеллмана.  

12. Основные понятия теории линейных кодов: линейный код, порождающая и проверочная 

матрица, длина, размерность, кодовое расстояние. Граница Варшамова-Гильберта. Граница 

Синглтона. 

13. Граница Хэмминга. Код Хэмминга. Утверждение о том, что только коды Хэмминга являются 

совершенными двоичными линейными кодами с кодовым расстоянием 3. 

14. Задача кодирования источника информации. Граница энтропии как фундаментальная нижняя 

граница длины однозначно декодируемого кода. Рост вероятности ошибки кодирования при 

выборе скорости кода меньше величины энтропии. 

15. Дискретный канал без памяти. Вероятность ошибки декодирования двоичного симметричного 

канала, интерпретация его функции ёмкости. Код с повторением. 

16. NP-полнота задачи декодирования кода общего положения и задачи о спектре весов кода. 

17. Постановка задачи о перестановочной эквивалентности двоичных линейных кодов. 

Доказательство того, что эта задача не может быть NP-полной, а также того, что она не проще, 

чем задача об изоморфизме графов.  



18. Решение задачи декодирования кода общего положения на основе информационных множеств: 

описание алгоритма, оценка его сложности. 

19. Понятие кодовой криптосистемы Мак-Элиса. Пример криптосистемы Мак-Элиса на кодах 

Хемминга, оценка сложности восстановления секретного сообщения с помощью алгоритма 

декодирования на основе информационных множеств. 

20. Понятие кодовой криптосистемы Нидеррайтера. Теоремы об эквивалентности криптосистем 

Мак-Элиса и Нидеррайтера. 

21. Архитектурные особенности современных микропроцессоров. Последовательная и 

параллельная сложность алгоритмов, информационный граф и ресурс параллелизма алгоритм. 

22. Интерфейсы передачи данных (SPI, JTAG, UART) и особенности их работы. Практическая 

реализация передачи данных с помощью интерфейса UART. Снятие дампа с ИМС с помощью 

интерфейса UART. 

23. Определение перечня дефектов безопасности с описаниями. Базовые метрики уязвимостей. 

Специализированные механизмы защиты. 
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