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1. Архитектурные особенности современных микропроцессоров. Особенности организации подсистемы 

памяти и динамической памяти, их влияние на производительность суперкомпьютеров при решении 

различных задач, в том числе задач обработки больших графов. 

2. Высокоскоростные коммуникационные сети. Основные характеристики: задержка, пропускная 

способность, темп выдачи сообщений, бисекционная пропускная способность. Технология RDMA. 

Топологии сетей: тор, жирное дерево, Flattened Butterfly, Dragonfly. 

3. Образцы (паттерны) проектирования, их классификация и способ описания. 

Пример образца проектирования.   

4. Проблемы и методы эффективной  организации параллельных вычислений при суперкомпьютерном 

решении задач обработки больших графов. 

5. Архитектурные особенности графических процессоров, направленные на массивно-параллельные 

вычисления. Методы эффективной организации параллельных вычислений на графических 

процессорах. 

6. Методы статической и динамической  балансировки загрузки процессоров: сдваивания, 

геометрического параллелизма, коллективного решения, конвейерного параллелизма, диффузной 

балансировки загрузки. 

7. Декомпозиция расчетных сеток. Критерии декомпозиции.  Иерархические методы разбиения графов 

большого размера. Методы геометрической и спектральной бисекции, метод инкрементного роста, метод 

локального  уточнения. 

8. Параллельные алгоритмы сортировки данных. 

9. Лямбда-архитектура обработки больших данных. 

10. Консенсус в распределённых системах. 

11. Корпоративные хранилища данных (datawarehouse), озёра данных. 

12. Клеточные автоматы: определение, элементарные клеточные автоматы, классификация Вольфрама, 

двумерные клеточные автоматы,  типы окрестностей, игра"Жизнь", параллельная реализация. 

13. Сети Петри: определение, примеры, вариации (сети с приоритетами, ингибиторные сети, цветные 

сети),моделирование параллельных процессов. 

14. Генетические алгоритмы: операторы генетических алгоритмов, особенности кодирования 

(двоичное, целочисленное, непрерывное, перестановками), сходимость генетических алгоритмов 

(теория схем), островная модель, клеточные генетические алгоритмы. 

15. Информационная  безопасность.  Шифрование  данных. Криптографическая стойкость. Симметричная 

криптография. Блочный шифр  (DES) и его режимы. Ассиметричные  схемы (RSA и Диффи-Хеллмана). 

Код  аутентификации  (МАС). Цифровая подпись (DSA). 

16. Односторонняя и двусторонняя модели передачи сообщений в библиотеке MPI, принципы 

программирования и синхронизации параллельных процессов. Протоколы Eager и Rendezvouz для 

реализации двусторонней модели.  

17. Параллельные алгоритмы обработки  графов. Алгоритмы поиска вширь, Беллмана-Форда,  дельта-

сетеппинга, Борувки, лувенский, распространения меток, Брандеса. 

18. Математические основы GraphBLAS: данные, операции. 

19. Позиционные игры с полной информацией и игры общего вида. Смешанные стратегии и стратегии 

поведения. Алгоритм Куна определения совершенного подигрового равновесия. 

20. Задачи распределения ресурсов.Теорема Гермейера. Дискретная задача распределения ресурсов. Лемма 

Гиббса.     

21. Средние и эмпирические операционные характеристики стратегий распознавания (классификаторов, 

регрессий). Проблема недообучения и переобучения. Проблема устойчивости решений. Роль 

обучающей, валидационной и контрольной выборок при построении распознающей системы. 

Скользящий контроль (кросс-валидация). Регуляризация на примере линейной регрессии, её роль. 

22. Проблема смещения-дисперсии. Ансамбли классификаторов. Основные этапы работы типичного 

базового классификатора, возможность коррекции на разных этапах. Бэггинг. Случайные 

подпространства. Бустинг. Случайный лес как композиция основных подходов к построению ансамбля. 

23. Задачи кластеризации, сопоставление с операцией группирования и задачей классификации. Различные 

постановки: разбиение, стохастическая, нечёткая, иерархическая, упорядочивание, однокластерная 

(последовательная). Задача и процедура K-средних. Метод нечеткой кластеризации C-средних. 

Агломеративная кластеризация.
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